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The	
  focus	
  has	
  so	
  far	
  been	
  on	
  supporting	
  
voice,	
  data	
  and	
  better	
  spectral	
  efficiency	
  	
  

Src:Clarke RN.	
  Expanding	
   mobile	
  wireless	
  capacity:	
  The	
  challenges	
  presented	
   by	
  technology	
   and	
  economics.	
  Telecommunications	
   Policy.	
  2014 Sep	
  1;38(8-­‐9):693-­‐708.

Generation Spectral	
  efficiency	
  (bps/Hz)
1G 0.064	
  
2G 0.17-­‐0.45
3G 0.51	
  – 4.22
4G 7.3	
  -­‐ 30
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© GSM Association 2009

The GSM Family - Delivering on Promises

Source: Wireless Intelligence, June, 2009

HSPA+ peak theoretical data rate reaches up to 42 Mbps when using single carrier with QAM 64 and 2x2MIMO
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NEARLY TWO DECADES OF PROVEN TECHNOLOGY AND EXPERIENCE
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However,	
  no	
  substantial	
  architectural	
  
innovations	
  since	
  2G
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Figur 3.1: Hovedkomponentene i 3G (UMTS) og 4G (LTE) nettverk.
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Figur 3.2: Rammeverk for å måle robusthet på flere nivåer.

for en stabil ytelse. For hvert av disse nivåene presenterer vi eksperimenter og
resultater som sier noe om den opplevde stabiliteten eller robustheten over tid.
Dekning. All mobilkommunikasjon forutsetter at brukerterminalen kan motta
radiosignaler med tilstrekkelig signalstyrke fra en basestasjon, slik at en tilkob-
ling er mulig. I mobilnettene vi måler kan en slik tilkobling være av tre typer,
tilsvarende teknologien som benyttes: 2G, 3G eller 4G. I denne rapporten sier
vi at vi har dekning i et område så lenge en målenode kan opprettholde en
tilkobling til mobilnettet i dette området. Vi rapporterer altså ikke tekniske
parametere som signalstyrke eller signal til støyforhold, men fokuserer i stedet
direkte på brukeropplevelsen. Dette er i tråd med tilnærmingen i resten av denne
rapporten.

Dekningen er normalt relativt stabil i et område, og endrer seg først og fremst
når en mobiloperatør fjerner eller etablerer nye basestasjoner. Vårt oppsett er
derfor ikke egnet til å måle dekning ved hjelp av våre stasjonære målenoder.
Vi rapporterer derfor kun dekningsmålinger fra mobile målenoder, altså noder
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Mobile	
  traffic	
  is	
  expected	
  to	
  grow	
  to	
  49	
  
exabytes per	
  month	
  by	
  2021	
  

The	
  number	
  of	
  connected	
  devices	
  is	
  projected	
  to	
  
grow	
  by	
  50%	
  from	
  8	
  to	
  12	
  billions	
  
*src:	
  Cisco	
  VNI	
  

7	
  EB
11	
  EB

17	
  EB

24	
  EB

35	
  EB

49	
  EB

Exabytes
per	
  Month

2016 2017 2018 2019 2020 2021

6



5G	
  vision	
  

5G	
  realization	
  

Challenging	
  use	
  cases:
The	
  smart	
  grid	
  as	
  an	
  example

Outline

7

Configuration Life-Cycle
User Plane
Functions

Control Plane
Functions

Radio
Access
Network

Core
Network

(Edge)
Cloud

Service Layer

Enterprise 3rd partyVerticalsOperators

Network Function Layer

Infrastructure Layer

M
a
n

a
g

e
m

e
n

t &
 O

rc
h

e
s

tra
tio

n
(M

A
N

O
)

Control Allocation

M
a
p
p
in

g



8

In addition, 5G services will complement and largely 
outperform the current operational capabilities for wide-area 
systems, reaching the following high-performance indicators:

FIG
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Guaranteed 
user data rate 

≥ 50Mb/s

Capable of human-
oriented terminals 

≥ 20 billion

Capable of IoT terminals 

≥ 1 trillion

Aggregate service 
reliability 

≥ 99.999%

Mobility support at speed 
≥ 500km/h 

for ground transportation 

Accuracy of outdoor 
terminal location 

≤ 1 meter

Non-quanti tati ve capabiliti es of the technology include a soft ware-
based system architecture, simplifi ed authenti cati on, support for 
shared infrastructure, multi -tenancy and multi -RAT (with seamless 
handover), support for terrestrial and/or satellite communicati on, 
robust security, privacy, and lawful intercepti on capacity.

It is important to highlight that not all of the above performance 
indicators will be required by every terminal everywhere and all the 
ti me. Each connected device will typically have its mix of latency, 
bandwidth and traffi  c intensity characteristi cs. Also, each connected 
area will have its specifi c characteristi cs: the network will not provide 
the same coverage for a business district, a stadium, a residenti al 
area, or on board of a vehicle (bus, train, boat, airplane…). This is 
why the infrastructure has to be adapted to the characteristi cs of 
the service demand expected at each area. In parti cular, ultra-low 
cost infrastructure opti ons will sati sfy the demands of low ARPU 
terminals/users, as they will be commonplace in developing regions 
and as part of IoT services.
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Source:	
  The	
  5G	
  Infrastructure Public	
   Private	
  Partnership:
the next generation of communication networks and	
  services.
5G	
  Infrastructure Association,	
   2015
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Source:	
  Teyeb et.	
  al.	
  “Evolving LTE	
  to	
   fit the 5G	
  future”.	
  Ericsson	
  Technology	
  Review,	
  2017.

5G	
  aims	
  to	
  cater	
  for	
  services	
  with	
  diverse	
  
requirements	
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  Broadband
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  Low	
  
Latency	
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Type	
  Communication	
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4.1.4 Mobility  
Mobility refers to the system’s ability to provide seamless service experience to users that are moving. In 
addition to mobile users, the identified 5G use cases show that 5G networks will have to support an 
increasingly large segment of static and nomadic users/devices. 5G solutions therefore should not 
assume mobility support for all devices and services but rather provide mobility on demand only to those 
devices and services that need it. In other words, mobility on-demand should be supported, ranging from 
very high mobility, such as high-speed trains/airplanes, to low mobility or stationary devices such as 
smart meters.  
 
The mobility requirements are expressed in terms of the relative speed between the user and the 
network edge, at which consistent user experience should be ensured (see Consistent User Experience 
requirement). Use case specific mobility requirements are specified in Table 1.  

4.1.5 User Experience KPI’s 
 

Table 1: User Experience Requirements 
 

Use case category User Experienced Data Rate  E2E Latency Mobility 
Broadband access in 

dense areas 
DL: 300 Mbps  
UL: 50 Mbps 

10 ms On demand, 
 0-100 km/h 

Indoor ultra-high 
broadband access 

DL: 1 Gbps, 
UL: 500 Mbps 

10 ms Pedestrian 

Broadband access in 
a crowd 

DL: 25 Mbps 
UL: 50 Mbps 

10 ms Pedestrian 

50+ Mbps everywhere DL: 50 Mbps  
UL: 25 Mbps 

10 ms 0-120 km/h 

Ultra-low cost 
broadband access for 

low ARPU areas 

DL: 10 Mbps 
UL: 10 Mbps 

50 ms on demand: 0-
50 km/h 

Mobile broadband in 
vehicles (cars, trains) 

DL: 50 Mbps 
UL: 25 Mbps 

10 ms On demand, up 
to 500 km/h 

Airplanes connectivity DL: 15 Mbps per user  
UL: 7.5 Mbps per user 

10 ms Up to 1000 
km/h 

Massive low-
cost/long-range/low-

power MTC 

Low (typically 1-100 kbps) Seconds to hours on demand: 0-
500 km/h 

Broadband MTC See the requirements for the Broadband access in dense areas and 50+Mbps 
everywhere categories 

Ultra-low latency DL: 50 Mbps 
UL: 25 Mbps 

<1 ms Pedestrian 

Resilience and traffic 
surge 

DL: 0.1-1 Mbps 
UL: 0.1-1 Mbps 

Regular 
communication: not 
critical  

0-120 km/h 

Ultra-high reliability & 
Ultra-low latency 

DL: From 50 kbps to 10 Mbps;  
UL: From a few bps to 10 Mbps 

1 ms on demand: 0-
500 km/h 

Ultra-high availability 
& reliability 

DL: 10 Mbps 
UL: 10 Mbps 

10 ms On demand, 0-
500 km/h 

Broadcast like 
services 

DL: Up to 200 Mbps  
UL: Modest (e.g. 500 kbps) 

<100 ms on demand: 0-
500 km/h 

 
  

Source:	
  5G	
  White	
  Paper.	
  NGMN	
  Alliance,	
  2015
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Key	
  enabling	
  technologies
 

© HEAVY READING | FEBRUARY 2017 | SERVICE-ORIENTED 5G CORE NETWORKS 5 

There are already several vendors and operators deploying cloud packet core for 4G. In 
combination with new architectures, such as control and user plane separation (CUPS), 
experience with a cloud-based 4G core can give operators an advantage in the deployment 
of NG Core. Specifically, factors such as service automation, resource orchestration and 
resiliency will transfer from cloud EPC to NG Core. 

Network Slicing & Automated Lifecycle Management 
One of the important commercial objectives of 5G is to enable operators to support multiple 
service types on a common physical network infrastructure. In this way, 5G will act as an 
enabler to growth markets, such as Industry 4.0, connected car, VR, and so on. As noted 
above, each of these services has specific performance requirements. 
 
Network slicing is proposed to support these services on a common infrastructure – although 
in practice, it is likely that discrete equipment optimized for the use case may also be used 
in some cases. This requires the performance parameters associated with the slice to be 
supported across the network, from the user equipment (UE) and radio to the cloud-hosted 
application, as shown in Figure 3. In some cases, this will involve bringing the application 
closer to the users (for example, using edge computing); in other cases, the RAN or transport 
network will require a particular configuration. NG Core, which manages sessions, quality of 
service (QoS), security, policy, etc., sits at the heart of the process. 
 
Figure 3: End-to-End Network Slicing 

 
Source: Heavy Reading 
 
There is some precedent for "slicing" in mobile networks with APNs and DECOR, but there is 
a need for greater granularity and flexibility in 5G, and specifically for network slice lifecycle 
management. Cloud and network functions virtualization (NFV) provide a reference with plat-
form automation and service orchestration. And on the network side, SDN-controlled micro-
segmentation and virtual network overlay techniques used in the data center will evolve to 
the wide-area network (WAN). 
 
The details of how slicing will work in NG Core are being determined during the normative 
phase now underway; however, the broad outline is that slice selection is network-controlled, 
but with the UE able to provide network slice selection assistance based on policy. The UE 
may belong to more than one slice on the same RAN and core network. 

Network	
  Slicing

NB-­‐IoT,	
  eMTCInnovative	
  radio	
  technologies
mmWave,	
  flexible	
  frames,	
  …

*

*	
  source:	
  Heavy	
  Reading:	
  Service-­‐Oriented	
   5G	
  Core	
   Networks



5G	
  overall	
  architecture

15

5GPPP Architecture Working Group 5G Architecture White Paper 

 

Dissemination level: Public Page 15 / 140 

 

QoS, etc.) but also some extended attributes such as the level of resiliency, management and 
control desired. The provider must take care of meeting the requirements and managing the 
available resources. 
  

 
Figure 2-1: Overall Architecture 

2.1 5G Services, Applications and Use Cases 
In the course of identifying the requirements for the 5G network infrastructure a large number of 
use cases have been described and analysed in the context of standards bodies, such as 3GPP and 
ITU-T, industry forums such as NGMN and last but not least the projects of phase 1 of the 5G 
Public Private Partnership (5GPPP). Those projects described use cases that guide the research 
and innovation in these projects towards demonstrating their scientific and technological 
achievements.  
Through the interaction with the community of the industry verticals a number of additional use 
cases have been defined. Many available use cases are variations of a small set of basic 5G service 
classes, which have been consolidated and agreed in the context of 5GPPP and different SDOs as 
follows: 

• Enhanced Mobile Broadband (eMBB) – also called Extreme Mobile Broadband 
• Ultra-Reliable and Low Latency Communications (URLLC), and  
• Massive Machine Type Communications (mMTC)  

Additional use cases are likely to emerge and which are not foreseen today. For future 5G systems, 
flexibility is necessary to adapt to new use cases with a wide range of requirements. 
Currently five vertical industries have described their requirements in their respective white 
papers [2-2]. The requirements have been expressed in the form of vertical industry use cases, 
which have been further analysed in the white paper 5G empowering vertical industries of the 5G 
vision and societal challenges work group [2-3], In this white paper the verticals use cases are 
mapped to technical capabilities of 5G that correspond to the main key performance indicators of 
the 5GPPP programme, identified in the 5GPPP contractual arrangement and extended in the 5G 
Vision document [2-4].  
From a technical architecture perspective version 1 of the View on 5G Architecture [2-5] by the 
5GPPP architecture work group introduces the key requirements for 5G networks and presents 
the design objectives for the architecture. 
The document on 5GPPP use cases and performance evaluation [2-6] provides an overview of the 
use cases that are used for evaluation of different 5G radio access network concepts. It refines the 

Source:	
  5G	
  PPP	
  Architecture	
   Working	
  Group	
  -­‐ White	
  Paper,	
  Dec,	
  2017
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DEPLOYMENT SCENARIOS, NUMEROLOGIES, 
AND FRAME STRUCTURE OF NR

DEPLOYMENT SCENARIOS
For backward compatibility with LTE/LTE-A, the 
architecture of NR is required to closely inter-
work with LTE/LTE-A. For this requirement, cells 
of LTE/LTE-A and NR can have different coverage 
(Fig. 1a) or the same coverage, and the following 
deployment scenarios are feasible.

LTE/LTE-A eNB Is a Master Node: An LTE/
LTE-A eNB offers an anchor carrier (in both con-
trol and user planes), while an NR gNB offers 
a booster carrier. Data flow aggregates across 
an eNB and a gNB via the evolved packet core 
(EPC) (Fig. 1b). 

NR gNB Is a Master Node: A standalone 
NR gNB offers wireless services (in both control 
and user planes) via the next generation core. A 
collocated enhanced LTE (eLTE) eNB is able to 
additionally provide booster carriers for dual con-
nections (Fig 1c).

eLTE eNB Is a Master Node: A standalone 
eLTE eNB offers wireless services (in both control 
and user planes) via the next generation core, or 
a collocated NR gNB is able to provide booster 
carriers, as illustrated in Fig 1d.

Inter-Radio Access Technology (RAT) Handover 
between (e)LTE/LTE-A eNB and NR gNB: An LTE/
LTE-A eNB connects to the EPC, and an NR gNB 
connects to the next generation core to support 
handover between eNB and gNB. An eLTE eNB 
can also connect to the next generation core, and 
handover between eNB and gNB can be fully 
managed through the next generation core (Fig. 
1e).

The above scenarios reveal a heterogeneous 
deployment of NR with different coverage. Fur-
ther considering user equipment (UE) mobility up 
to 500 km/h, multiple cyclic prefix (CP) lengths 
should be adopted in NR. In practice, the carri-
er frequency and subcarrier bandwidth may also 
affect the adopted CP length. Therefore, there 
can be multiple combinations of physical transmis-
sion parameters in NR, such as subcarrier spac-
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next generation core, 
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next generation core.

Figure 1. Deployment scenarios of NR.
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x Policy Control Function (PCF): This provides a policy framework incorporating 
network slicing, roaming and mobility management. Equivalent to a PCRF in 4G. 

x Unified Data Management (UDM): Stores subscriber data and profiles. Similar to 
an HSS in 4G, but will be used for both fixed and mobile access in NG Core. 

x NF Repository Function (NRF): This is a new functionality that provides registra-
tion and discovery functionality so that network functions (NFs) can discover each 
other and communicate via application programming interfaces (APIs). 

Point-to-Point Architecture 
There are two representations of the next-generation architecture in TR 23.799: a point-to-
point architecture, shown in Figure 4, and a service-based architecture, shown in Figure 5. 
 
Figure 4: Point-to-Point Next-Generation Reference Architecture 

 
Source: 3GPP TR 23.501, January 2017, Figure 4.2.3-2 
 
Both models comprise, more or less, the same functional elements; both offer a formal split 
of control and user plane; and both support many of the same interfaces. The critical N1, 
N2, N3, N4 and N6 interfaces, for example, are the same in each case. 
 
The point-to-point architecture is closer to a traditional 3GPP architecture, in that it defines 
functions and interfaces between them. It is relatively familiar and is likely to be the archi-
tecture used in the first NG Core deployments. The drawback of this model is that it can be 
complex to add new network elements/instances, because this often requires the operator 
to reconfigure multiple adjacent interfaces. Over time, it could evolve to the service-based 
model using reusable APIs between control- and user-plane functions. 

Point-­‐to-­‐Point	
  reference	
  architecture	
  
Source:	
  3GPP	
  TR	
  23.501,	
  January	
  2017,	
  Figure	
  4.2.3-­‐2
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Service-Based Architecture 
The service-based architecture incorporates the same functional elements and the same 
user-plane processing path between the UE and external data networks. The major difference 
is in the control plane, where, instead of predefined interfaces between elements, a services 
model is used in which components query an NF Repository Function (NRF) to discover and 
communicate with each other (the NRF is not used in the point-to-point model). 
 
This is closer to the cloud-native networking concept, in which libraries of functions can be 
requested from a VNF catalog and composed into end-to-end service chains on demand. This 
software-oriented architecture (SOA) model enables short time to market for new services 
and greater flexibility for system updates. The challenge for early 5G deployments is that 
the network cloud platform, and associated operating models, are not mature enough for 
production networks. Therefore, this may be a Phase 2 deployment. 
 
Figure 5: Next-Generation Service-Based Architecture 

 
Source: 3GPP TR 23.501, January 2017, Figure 4.2.3-1 

Release 15 & Release 16 
Not all the required NG Core capabilities can be included in Phase 1 (Release 15), which is 
in some ways a "bare bones" release intended to make early deployments possible. A good 
number of features have been identified, but specification has been deferred until Release 
16 (Phase 2). Some examples are: 
 

x Phase 1 will support 3GPP and untrusted non-3GPP access, but NG Core will not be 
natively multi-access until Phase 2. 

x The first release will support a classic hub-and-spoke cellular topology; more advanced 
mesh and relay capabilities will come on Phase 2. 

x Access network selection mechanisms to determine the best available connectivity 
according to need or policy are also Phase 2 items; Phase 1 will use EPC-like access 
selection. 

Source:	
  3GPP	
  TR	
  23.501,	
  January	
  2017,	
  Figure	
  4.2.3-­‐1
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Fig. 4. SDN architecture and its fundamental abstractions.

The distribution abstraction should shield SDN applications
from the vagaries of distributed state, making the distributed
control problem a logically centralized one. Its realization
requires a common distribution layer, which in SDN resides
in the NOS. This layer has two essential functions. First,
it is responsible for installing the control commands on the
forwarding devices. Second, it collects status information
about the forwarding layer (network devices and links), to offer
a global network view to network applications.

The last abstraction is specification, which should allow a
network application to express the desired network behavior
without being responsible for implementing that behavior
itself. This can be achieved through virtualization solutions,
as well as network programming languages. These approaches
map the abstract configurations that the applications express
based on a simplified, abstract model of the network, into a
physical configuration for the global network view exposed
by the SDN controller. Figure 4 depicts the SDN architecture,
concepts and building blocks.

As previously mentioned, the strong coupling between
control and data planes has made it difficult to add new
functionality to traditional networks, a fact illustrated in
Figure 5. The coupling of the control and data planes (and
its physical embedding in the network elements) makes the
development and deployment of new networking features
(e.g., routing algorithms) very hard since it would imply a
modification of the control plane of all network devices –
through the installation of new firmware and, in some cases,
hardware upgrades. Hence, the new networking features are
commonly introduced via expensive, specialized and hard-to-
configure equipment (aka middleboxes) such as load balancers,
intrusion detection systems (IDS), and firewalls, among others.
These middleboxes need to be placed strategically in the
network, making it even harder to later change the network
topology, configuration, and functionality.

In contrast, SDN decouples the control plane from the
network devices and becomes an external entity: the network
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Fig. 5. Traditional networking versus Software-Defined Networking (SDN).
With SDN, management becomes simpler and middleboxes services can be
delivered as SDN controller applications.

operating system or SDN controller. This approach has several
advantages:

• It becomes easier to program these applications since the
abstractions provided by the control platform and/or the
network programming languages can be shared.

• All applications can take advantage of the same network
information (the global network view), leading (arguably)
to more consistent and effective policy decisions while
re-using control plane software modules.

• These applications can take actions (i.e., reconfigure
forwarding devices) from any part of the network. There
is therefore no need to devise a precise strategy about the
location of the new functionality.

• The integration of different applications becomes more
straightforward [29]. For instance, load balancing and
routing applications can be combined sequentially, with
load balancing decisions having precedence over routing
policies.

A. Terminology

To identify the different elements of an SDN as unequiv-
ocally as possible, we now present the essential terminology
used throughout this work.
Forwarding Devices (FD): Hardware- or software-based data
plane devices that perform a set of elementary operations. The
forwarding devices have well-defined instruction sets (e.g.,
flow rules) used to take actions on the incoming packets
(e.g., forward to specific ports, drop, forward to the controller,
rewrite some header). These instructions are defined by south-
bound interfaces (e.g., OpenFlow [9], ForCES [30], Protocol-
Oblivious Forwarding (POF) [31]) and are installed in the
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The distribution abstraction should shield SDN applications
from the vagaries of distributed state, making the distributed
control problem a logically centralized one. Its realization
requires a common distribution layer, which in SDN resides
in the NOS. This layer has two essential functions. First,
it is responsible for installing the control commands on the
forwarding devices. Second, it collects status information
about the forwarding layer (network devices and links), to offer
a global network view to network applications.

The last abstraction is specification, which should allow a
network application to express the desired network behavior
without being responsible for implementing that behavior
itself. This can be achieved through virtualization solutions,
as well as network programming languages. These approaches
map the abstract configurations that the applications express
based on a simplified, abstract model of the network, into a
physical configuration for the global network view exposed
by the SDN controller. Figure 4 depicts the SDN architecture,
concepts and building blocks.

As previously mentioned, the strong coupling between
control and data planes has made it difficult to add new
functionality to traditional networks, a fact illustrated in
Figure 5. The coupling of the control and data planes (and
its physical embedding in the network elements) makes the
development and deployment of new networking features
(e.g., routing algorithms) very hard since it would imply a
modification of the control plane of all network devices –
through the installation of new firmware and, in some cases,
hardware upgrades. Hence, the new networking features are
commonly introduced via expensive, specialized and hard-to-
configure equipment (aka middleboxes) such as load balancers,
intrusion detection systems (IDS), and firewalls, among others.
These middleboxes need to be placed strategically in the
network, making it even harder to later change the network
topology, configuration, and functionality.

In contrast, SDN decouples the control plane from the
network devices and becomes an external entity: the network
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Fig. 5. Traditional networking versus Software-Defined Networking (SDN).
With SDN, management becomes simpler and middleboxes services can be
delivered as SDN controller applications.

operating system or SDN controller. This approach has several
advantages:

• It becomes easier to program these applications since the
abstractions provided by the control platform and/or the
network programming languages can be shared.

• All applications can take advantage of the same network
information (the global network view), leading (arguably)
to more consistent and effective policy decisions while
re-using control plane software modules.

• These applications can take actions (i.e., reconfigure
forwarding devices) from any part of the network. There
is therefore no need to devise a precise strategy about the
location of the new functionality.

• The integration of different applications becomes more
straightforward [29]. For instance, load balancing and
routing applications can be combined sequentially, with
load balancing decisions having precedence over routing
policies.

A. Terminology

To identify the different elements of an SDN as unequiv-
ocally as possible, we now present the essential terminology
used throughout this work.
Forwarding Devices (FD): Hardware- or software-based data
plane devices that perform a set of elementary operations. The
forwarding devices have well-defined instruction sets (e.g.,
flow rules) used to take actions on the incoming packets
(e.g., forward to specific ports, drop, forward to the controller,
rewrite some header). These instructions are defined by south-
bound interfaces (e.g., OpenFlow [9], ForCES [30], Protocol-
Oblivious Forwarding (POF) [31]) and are installed in the
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  (2015):	
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• Implementation details of the architecture itself. 

5.2 High-Level NFV Framework 
Network Functions Virtualisation envisages the implementation of NFs as software-only entities that run over the NFV 
Infrastructure (NFVI). Figure 1 illustrates the high-level NFV framework. As such, three main working domains are 
identified in NFV: 

• Virtualised Network Function, as the software implementation of a network function which is capable of 
running over the NFVI. 

• NFV Infrastructure (NFVI), including the diversity of physical resources and how these can be virtualised. 
NFVI supports the execution of the VNFs. 

• NFV Management and Orchestration, which covers the orchestration and lifecycle management of physical 
and/or software resources that support the infrastructure virtualisation, and the lifecycle management of VNFs. 
NFV Management and Orchestration focuses on all virtualisation-specific management tasks necessary in the 
NFV framework. 

 

Figure 1: High-level NFV framework 

The NFV framework enables dynamic construction and management of VNF instances and the relationships between 
them regarding data, control, management, dependencies and other attributes. To this end, there are at least three 
architectural views of VNFs that are centred around different perspectives and contexts of a VNF. These perspectives 
include: 

• a virtualisation deployment/on-boarding perspective where the context can be a VM,  

• a vendor-developed software package perspective where the context can be several inter-connected VMs and a 
deployment template that describes their attributes,  

• an operator perspective where the context can be the operation and management of a VNF received in the form 
of a vendor software package. 

Within each of the above contexts, at least the following relations exist between VNFs: 

• VNF Forwarding Graph (VNF-FG) covers the case where network connectivity does matter, e.g. a chain of 
VNFs in a web server tier (e.g. firewall, NAT, load balancer), as described in use case Service Chains (VNF 
Forwarding Graphs) in GS NFV 001 [3]. 

• VNF Set covers the case where the connectivity between VNFs is not specified, e.g. virtualised residential 
gateway as described in the use case Virtualisation of the Home Environment in GS NFV 001 [3]. 

Within the present document, the specific context of a VNF and the forwarding aspects of a VNF-FG are considered. 
Other VNF relations are for further study. 
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In this article, we first present the related
work and key technical requirements of NFV.
We then introduce its architectural framework.
We also describe several use cases of NFV,
including the virtualization of the cellular core
network and home network. Finally, we discuss
the open research issues and point out future
directions for NFV, focusing on the network
performance of virtualized appliances, and their
efficient instantiation, placement, and migration.

RELATED WORK
The European Telecommunications Standards
Institute (ETSI) has created an Industry Specifi-
cation Group (ISG) for NFV to achieve the
common architecture required to support VNFs
through a consistent approach. This ISG was ini-
tiated by several leading telecommunication car-
riers, including AT&T, BT, China Mobile,
Deutsche Telekom, Orange, Telefónica, and
Verizon. It has quickly attracted broad industry
support, and had over 150 members and partici-
pants by the end of 2013, ranging from network
operators to equipment vendors and IT vendors.

The ETSI NFV ISG currently has four work-
ing groups: Infrastructure Architecture, Manage-
ment and Orchestration, Software Architecture,
and Reliability & Availability; and two expert
groups: Security and Performance & Portability.
Although it is not a standards development orga-
nization, it seeks to define the requirements that
network operators may adopt and tailor for their
commercial deployment. Part of this article (e.g.,
the architectural framework) is based on the
NFV white paper [3] and several related specifi-
cations [12, 13] published by this ISG.

Besides ETSI, the Third Generation Partner-
ship Project (3GPP) and Internet Engineering
Task Force (IETF) have also been actively
involved in NFV. The 3GPP Telecom Manage-
ment working group (SA5) created a Study Item
on the management of virtualized 3GPP network
functions. The goal is to investigate whether the
architectural framework proposed by ETSI NFV
impacts the existing management reference

model of 3GPP when all or some instances of
3GPP-defined network elements are virtualized.
IETF has formed the Service Function Chaining
(SFC) working group to study how to dynamical-
ly steer data traffic through a series of network
functions, either physical or virtualized. In this
article, we review some of the existing work and
offer deeper insights on the research challenges
of NFV. There are also several multivendor
proofs of concept (PoCs) to build the confidence
that NFV is a viable technology. For example,
CloudNFV3 is an open platform to implement
NFV by leveraging cloud computing and SDN
technologies in a multivendor environment. Ser-
vices, functions, and resources in CloudNFV are
represented in an “active virtualization” data
model with two key components, the active con-
tract and active resource. When it manages
NFV-based services, CloudNFV integrates
resource commitments in the active contract
with resource state from the active resource.

TECHNICAL REQUIREMENTS
In this section, we summarize the technical
requirements when implementing VNFs, includ-
ing their network performance, and manageabili-
ty, reliability, and security.

PERFORMANCE
When talking about software-based implementa-
tion of network functions through virtualization
technologies on general-purpose servers, the first
question we may ask is whether the perfor-
mance, such as throughput and latency, will be
affected. The per-instance capacity of a VNF
may be less than the corresponding physical ver-
sion on dedicated hardware.

Although it is hard to completely avoid per-
formance degradation, we should keep it as
small as possible while not impacting the porta-
bility of VNFs on heterogeneous hardware plat-
forms. One possible solution is to leverage
clustered VNF instances and modern software
technologies, such as Linux New API (NAPI)4

and Intel’s Data Plane Development Kit

Figure 1. From dedicated hardware-based appliances for network  services, such as firewalls, content
delivery networks (CDNs), network address translation (NAT), deep packet inspection (DPI), virtual
private networks (VPNs), IPTV, routers, packet data network gateways (PDN-GWs or PGWs), and
IP multimedia subsystems (IMSs), to software-based NFV solutions.

Virtual
appliances

General purpose
servers

Standard storage
and switches

NFV-based approach

Firewall CDN

Typical network appliances

NAT

DPI VPN IPTV

Router PGW IMS

3 http://cloudnfv.com/
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To meet these expanding connectivity requirements, 5G is being designed to meet the new IMT-202013 
performance targets that are being defined by the ITU14 based on the target 5G service areas. It spells 
out new requirement dimensions such as ultra-high reliability (e.g., 10-5/1ms) as well as improvements 
over IMT-Advanced that defined requirements met by LTE Advanced (Release 10). 5G will differentiate 
itself by delivering the improvements such as: 

� 10x experienced throughput – bringing more uniform, multi-Gbps peak rates 
� 10x decrease in latency – delivering latency as low as 1 ms 
� 10x connection density – enabling more efficient signaling for IoT connectivity 
� 3x spectrum efficiency – achieving even more bits per Hz with advanced antenna techniques 
� 100x traffic capacity – driving network hyper-densification with more small cells everywhere  
� 100x network efficiency – optimizing network energy consumption with more efficient processing 

2.4 Getting the most out of a wide array of spectrum 
In addition to supporting a wide range of services and devices, 5G will make the best use of a wide array 
of spectrum available across regulatory paradigms and spectrum bands. Previous generation networks 
primarily operated in licensed spectrum bands below 3 GHz, 5G will bring the next level of convergence 
with support for licensed, shared, and unlicensed spectrum from the very beginning. Moreover, 5G will 
expand spectrum usage to low-bands below 1 GHz, mid-bands between 1 GHz and 6 GHz, and high-
bands above 24 GHz, loosely known as mmWave, which will open up vast amount of bandwidths for 
extreme data rates and capacity that were previously not usable for wide-area mobile communications. 

 

Figure 4: 5G will natively support all different spectrum types 

Qualcomm is pioneering spectrum sharing technologies today with various efforts including LTE-U15, 
LAA16, LWA17, CBRS18, LSA19, and MulteFire. 5G will be built to natively support and advance these 
                                                
13 ITU Recommendation ITU-R M.2083-0, September, 2015; http://www.itu.int/rec/R-REC-M.2083-0-201509-I 
14 International Telecommunication Union 
15 LTE Unlicensed 
16 Licensed-Assisted Access 
17 LTE Wi-Fi Link Aggregation 
18 Citizen Broadband Radio Service 
19 Licensed Shared Access 
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Based on this research, the OFDM family is the right choice for 5G enhanced mobile broadband and 
beyond. This is notable, as this will make 5G the first mobile generation that will not be based on a totally 
new waveform and multiple access design. Instead, 5G NR will build upon OFDM, which both LTE and 
Wi-Fi use today, to adapt to meet the extreme variation of 5G requirements. Key benefits of the OFDM 
family that make it ideal for meeting 5G requirements are: 

� Low complexity: it enables low-complexity receivers (e.g., mobile device), even when scaling to 
wider bandwidths – lowering device cost. 

� High spectral efficiency: it allows for low-complexity MIMO implementation that can add more data 
streams easily – getting closer to Shannon’s limit. 

� Low power consumption: it can support single-carrier waveforms that have smaller power 
variations – optimizing PAPR31 for uplink transmissions to deliver more power-efficiency. 

� Frequency localization: OFDM allows for enhancements such as windowing/filtering, which can 
effectively minimize in-band and out-of-band emissions – critical for 5G service multiplexing. 

The OFDM family can also efficiently coexist with other waveforms and multiple access schemes in the 
same framework; for example, supporting asynchronous, grant-free transmissions (e.g., RSMA32) for 
connecting the IoT and enabling mission-critical control communications. 

4.1.1 Scalable OFDM numerology with scaling of subcarrier spacing 
Today, LTE supports carrier bandwidths up to 20 MHz with mostly a fixed OFDM numerology - 15 kHz 
spacing between OFDM tones or sub-carriers33. 5G NR, on the other hand, will introduce scalable OFDM 
numerology to support diverse spectrum bands/types and deployment models. For example, 5G NR must 
be able to operate in mmWave bands that have wider channel widths (e.g., 100s of MHz). It is critical 
that the OFDM subcarrier spacing is able to scale with the channel width, so the FFT34 size scales such 
that processing complexity does not increase exponentially for wider bandwidths. 

 

Figure 10: Example usage models, channel bandwidths, and subcarrier spacing 

                                                
31 Peak-to-average power ratio 
32 Resource Spread Multiple Access 
33 Some exceptions, e.g. NB-IoT as defined in 3GPP Release 13 can support single-tone transmissions at 3.75 kHz subcarrier spacing 
34 Fast Fourier Transform 
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µ Δf = 2µ·15 kHz Cyclic Prefix
0 15 kHz Normal
1 30 kHz Normal
2 60 kHz Normal, Extended
3 120 kHz Normal
4 240 kHz Normal
5 480 kHz Normal

Data < 6 GHz

Data > 6 GHz

Sync
< 6 GHz

Sync
> 6 GHz Specified but 

not supported 
in Rel- 15

– Scalable subcarrier spacing
∆𝑓 = 2𝜇 · 15 𝑘𝐻𝑧

– Parameters defining a numerology:

• Subcarrier spacing (i.e. µ parameter)

• Cyclic prefix (i.e. Normal/Extended)
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  reality.	
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– Frame: 10 ms

– Subframe: Reference period of 1 ms

– Slot (slot based scheduling)
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- Slot aggregation allowed
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µ Δf = 2µ·15 kHz Cyclic Prefix
0 15 kHz Normal
1 30 kHz Normal
2 60 kHz Normal, Extended
3 120 kHz Normal
4 240 kHz Normal
5 480 kHz Normal

Data < 6 GHz

Data > 6 GHz

Sync
< 6 GHz

Sync
> 6 GHz Specified but 

not supported 
in Rel- 15

– Scalable subcarrier spacing
∆𝑓 = 2𝜇 · 15 𝑘𝐻𝑧

– Parameters defining a numerology:

• Subcarrier spacing (i.e. µ parameter)

• Cyclic prefix (i.e. Normal/Extended)

Variable	
  length	
  slot	
  duration	
  
helps	
  in	
  supporting	
  URLLC	
  
use	
  cases
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Data > 6 GHz

Sync
< 6 GHz

Sync
> 6 GHz Specified but 
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in Rel- 15

– Scalable subcarrier spacing
∆𝑓 = 2𝜇 · 15 𝑘𝐻𝑧

– Parameters defining a numerology:

• Subcarrier spacing (i.e. µ parameter)

• Cyclic prefix (i.e. Normal/Extended)

Keysight.	
  Understanding	
   the	
  5G	
  NR	
  Physical	
  Layer.	
  Nov	
  2017



Mobile-­‐IoT	
  must	
  be	
  scalable,	
  energy	
  
efficient	
  and	
  ubiquitous	
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IoT	
  applications,	
  however,	
  have	
  
diverse	
  requirements	
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Shorter	
   to	
  medium	
  battery	
  life
Medium	
  coverage
Some	
  mobility	
  
Latency	
  in	
  order	
  of	
   seconds

Battery	
  life	
  5-­‐10	
  years
Ubiquitous	
  outdoor	
   coverage
Some	
  mobility	
  
Medium	
  to	
  high	
   reliability	
  
Latency	
  <	
  10	
  seconds

Battery	
  life	
  10-­‐15	
  years
Outdoor	
  and	
  deep	
  indoors	
   (+20dB)	
  
Stationary
Medium	
  to	
  high	
   reliability	
  
Latency	
  10	
  to	
  60	
  seconds

Mains	
  powered
Outdoor	
  and	
  indoors	
  
Stationary
low	
  to	
  high	
   reliability	
  
Latency	
  <	
  30	
  seconds

GSMA	
  white	
  Paper.	
  3GPP	
  Low	
  Power	
  wide	
  Area	
  Technologies



Future	
  IoT	
  applications	
  will	
  have	
  stricter	
  
reliability	
  and	
  latency	
  requirements	
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Factory	
  automation

Latency:	
  0.25	
  to	
  10ms	
  
PLR:	
  10E-­‐9

Intelligent	
  transportation	
  
systems

Latency:	
  10	
  to	
  100ms	
  
PLR:	
  10E-­‐3	
  to	
  10E-­‐5

Smart	
  grids

Latency:	
  3	
  to	
  20ms	
  
PLR:	
  10E-­‐6

Schulz,	
  Philipp,	
   et	
  al.	
  "Latency	
  critical	
   IoT	
  applications	
   in	
  5G:	
  Perspective	
  on	
  the	
  design	
  of	
  radio	
  interface	
  
and	
  network	
  architecture."	
   IEEE	
  Communications	
  Magazine	
  55.2	
  (2017):	
  70-­‐78.

PLR:	
  Packet	
  Loss	
  Rate



3GPP	
  Release	
  13	
  standardized	
  two	
  
solutions	
  for	
  current	
  and	
  future	
  IoT
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NB-­‐IoT
LTE	
  Cat.	
  NB

eMTC
LTE	
  Cat.	
  M1

Deployment	
   In-­‐Band	
  LTE,	
  guard-­‐
band	
  LTE	
  and	
  
standalone

In-­‐Band	
  LTE

Bandwidth 180	
  KHz 1.08	
  MHz

Peak	
  data	
  rate ~150	
  kbps 1	
  Mbps

Latency 1.6s-­‐10	
  s 10-­‐15	
  ms

Max	
  UE	
  tx power 23	
  or	
  20	
  dBm 23	
  or	
  20	
  dBm

Power	
  Saving PSM,	
  eDRX PSM,	
  eDRX

Duplex Half Full/Half

Complexity	
  relative	
  
to	
  LTE

10% 20-­‐25%

3GPP Release 13 standardized two 
solutions for current and future IoT
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NB-IoT
LTE Cat. NB

eMTC
LTE Cat. M1

Deployment In-Band LTE, guard-
band LTE and 
standalone

In-Band LTE

Bandwidth 180 KHz 1.08 MHz

Peak data rate ~150 kbps 1 Mbps

Latency 1.6s-10 s 10-15 ms

Max UE tx power 23 or 20 dBm 23 or 20 dBm

Power Saving PSM, eDRX PSM, eDRX

Duplex Half Full/Half

Complexity relative 
to LTE

10% 20-25%

NOKIA.	
  LTE-­‐M	
  – Optimizing	
  LTE	
  for	
  the	
  Internet	
  of	
  Things,	
  2015



eMTC coexists	
  with	
  LTE,	
  while	
  NB-­‐IoT	
  can	
  
coexist	
  with	
  LTE	
  or	
  be	
  deployed	
  alone
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3 Physical Layer

3.1 Operation Modes

NB-IoT technology occupies a frequency band of 180 kHz bandwidth [8], which corre-
sponds to one resource block in LTE transmission. With this selection, the following
operation modes are possible:

● Stand alone operation. A possible scenario is the utilization of currently used GSM
frequencies. With their bandwidth of 200 kHz there is still a guard interval of 10 kHz
remaining on both sides of the spectrum

● Guard band operation, utilizing the unused resource blocks within an LTE carrier's
guard-band

● In-band operation utilizing resource blocks within an LTE carrier

These modes are visualized in the following figure:

Figure 3-1: Operation modes for NB-IoT

For the stand alone operation, the GSM carriers in the right part of the figure are only
shown as an example in order to indicate that this is a possible NB-IoT deployment. Of
course, this operation mode also works without neighboring GSM carriers.

In the in-band operation, the assignment of resources between LTE and NB-IoT is not
fixed. However, not all frequencies, i.e. resource blocks within the LTE carrier, are
allowed to be used for cell connection. They are restricted to the following values:

Table 3-1: Allowed LTE PRB indices for cell connection in NB-IoT in-band operation

LTE system
bandwidth

3 MHz 5 MHz 10 MHz 15 MHz 20 MHz

LTE PRB indices
for NB-IoT syn-
chronization

2, 12 2, 7, 17,
22

4, 9, 14, 19,
30, 35, 40, 45

2, 7, 12, 17, 22,
27, 32, 42, 47,
52, 57, 62, 67, 72

4, 9, 14, 19, 24, 29, 34,
39, 44, 55, 60, 65, 70, 75,
80, 85, 90, 95

As indicated in this table, there is no support for in-band operation of an LTE band with
1.4 MHz bandwidth. A conflict between resources used by the LTE system like the cell
specific reference signals (CRS) or the downlink control channel at the start of each
subframe must be taken into account when resources are allocated for NB-IoT. This is
also reflected in Table 3-1 by not using the 6 inner resouce blocks, as these are alloca-
ted for the synchronization signals in LTE.
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MIB information is always transmitted over the NPBCH, the remaining signaling infor-
mation and data over the NPDSCH. The NPDCCH controls the data transfer between
UE and eNB.

The physical DL channels are always QPSK modulated. NB-IoT supports the operation
with either one or two antenna ports, AP0 and AP1. For the latter case, Space Fre-
quency Block Coding (SFBC) is applied. Once selected, the same transmission
scheme applies to NPBCH, NPDCCH, and NPDSCH.

Like in LTE, each cell has an assigned physical cell ID (PCI), the Narrowband physical
cell ID (NCellID). Totally 504 different values for NCellID are defined. Its value is provi-
ded by the secondary synchronization signal NSSS, see Chapter 3.2.3, "Synchroniza-
tion Signals", on page 13.

3.2.1 Frame and Slot Structure

In the DL, OFDM is applied using a 15 kHz subcarrier spacing with normal cyclic prefix
(CP). Each of the OFDM symbols consists of 12 subcarrier occupying this way the
bandwitdh of 180 kHz. Seven OFDMA symbols are bundled into one slot, so that the
slot has the following resource grid [9]:

Figure 3-3: Resource grid for one slot. There are 12 subcarriers for the 180 kHz bandwidth.

This is the same resource grid as for LTE in normal CP length for one resource block,
which is important for the in-band operation mode. A resource element is defined as
one subcarrier in one OFDMA symbol and is indicated in Figure 3-3 by one square.
Each of these resource elements carries a complex value with values according to the
modulation scheme.

These slots are summed up into subframes and radio frames in the same way as for
LTE:
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Figure 3-4: Frame structure for NB-IoT for DL and UL with 15kHz subcarrier spacing

There are 1024 cyclically repeated radio frames, each of 10ms duration. A radio frame
is partitioned into 10 SFs, each one composed of two slots.

In addition to the system frames, also the concept of hyper frames is defined, which
counts the number of system frame periods, i.e. it is incremented each time the system
frame number wraps. It is a 10 bit counter, so that the hyper frame period spans 1024
system frame periods, corresponding to a time interval of almost 3 hours.

3.2.2 Narrowband Reference Signal

The narrowband reference signal (NRS) is transmitted in all SFs which may be used
for broadcast or dedicated DL transmission, no matter if data is actually transmitted or
not, see Chapter 3.2.5, "Dedicated Channels", on page 16 for more details.

Depending on the transmission scheme, NRS is either transmitted on one antenna port
or on two. Its values are created like the CRS in LTE, with the NCellID taken for the
PCI. The mapping sequence is shown in the following figure:

Figure 3-5: Basic mapping of reference signals to the resource elements. In blue, NRS transmitted on
antenna port 0, in magenta, NRS transmitted on antenna port 1.

The NRS mapping shown in Figure 3-5 is additionally cyclically shifted by NCellID mod
6 in the frequency range. When NRSs are transmitted on two APs, then on every
resource element used for NRS on AP0, the same resource element on AP1 is set to
zero and vice versa.

 

Downlink

Frame	
  structure	
  similar	
  to	
  LTE	
  but	
  the	
  max	
  system	
  bandwidth	
  is	
  
much	
  lower	
  180	
  KHz as	
  opposed	
  to	
  20	
  MHz	
  

www.rohde-­‐schwarz.com/appnote/	
   1MA266



Outdoor & road Indoor 10 dB Indoor 20 dB Indoor 30 dB
A

ve
ra

ge
 S

es
si

on
 D

el
ay

 [m
s]

101

102

103

104

LTE-M, App. 1
LTE-M, App. 2
NB-IoT, App. 1
NB-IoT, App. 2

Fig. 4: Average session delay in the rural area.

with multiple payloads in each direction.
The average MCL for the outdoor and road users is 124

dB for both technologies, and according to fig. 2a they
thus achieve similar data rates. However, NB-IoT has higher
overhead as illustrated in fig. 2b and therefore a longer delay.
For the indoor users experiencing 10 dB penetration loss the
average MCL for both technologies is about 133 dB and
therefore the results are similar to the outdoor and road case,
except a small decrease in LTE-M DL throughput. For the
20 dB penetration loss the average MCL is about 142 dB,
and thus NB-IoT has a clear throughput and delay advantage
in DL according to fig. 2a and 2b. This is reflected by the
average session delay, where LTE-M is slower, especially for
app. 1, which has multiple DL data transfers. The deep indoor
LTE-M users have an average MCL of 145 dB, while it is
150 dB for NB-IoT, and since the throughput is similar they
achieve similar delay performance.

Next the number of supported users per sector is calculated,
based on the average MCL values and the estimated DL
and UL delays excluding DL synchronization overhead. The
number of users is a KPI for the future IoT as the number of
devices is expected to increase [1]. As expected, app. 2 with 1
UL transmission and 1 DL acknowledgment allows to support
the highest number of users for both technologies.

For the outdoor and road users, and the indoor users with
10 dB penetration loss, the LTE-M supports 5-8 times as many
users as NB-IoT. The main reasons are the lower overhead, see
fig. 2b for MCL 124-133 dB and thus the shorter delays, and
the larger bandwidth, which allows to schedule 6 simultaneous
users with 1 PRB each. For the indoor 20 dB loss users app. 1
with multiple payloads perform similar for both technologies,
because the LTE-M DL delay is much longer than NB-IoT,
but on the other hand also allows 6 simultaneous users to
utilize 1 PRB each. Running the simple app. 2 on LTE-M
UEs allows 20 times the number of devices compared to NB-
IoT, because app. 2. is less affected by the low LTE-M DL
throughput than app. 1. Similar observations are made for the
deep indoor users, who experience long delays in NB-IoT due
to the RRC overheads, and only have access to one PRB,
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which our scheduler does not allow single-tone users to share.
Notice, that even though NB-IoT supports less users it will
provide coverage for more than 95 % of the deep indoor users,
while LTE-M ”only” supports about 80 % as shown in fig. 3.

The final result is the average power consumption of the
UEs, which will also be a KPI for the IoT, illustrated in fig.
6. The result is provided for the cell edge UEs, which are
experiencing about 150 dB MCL for outdoor and road users
and the indoor 10 dB users, while the indoor users with 20
dB and 30 dB loss are close to the MCL limits of 156 dB
and 164 dB for LTE-M and NB-IoT, respectively. These users
are selected in order to study the upper bound of the UE
power consumption i.e. the minimum battery life time. The
estimated power consumption is strongly correlated with the
DL and UL delays, as these parameters define the time the
UE is ON. As the NB-IoT UEs approach the 164 dB MCL
limit the RRC overheads increase significantly, see fig. 2b,
and this is reflected in fig. 6 where these users experience a
power consumption 2-6 times higher than the LTE-M users.
Assuming a CR2032 button cell battery, with a capacity of
600 mWh, even the NB-IoT UEs running app. 1, consuming
0.3 mWh per day, should be able to operate at least 5 years.

Each	
  NB-­‐IoT/eMTC carrier	
  can	
  support	
  
10000x	
  	
  devices	
  per	
  cell	
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with multiple payloads in each direction.
The average MCL for the outdoor and road users is 124

dB for both technologies, and according to fig. 2a they
thus achieve similar data rates. However, NB-IoT has higher
overhead as illustrated in fig. 2b and therefore a longer delay.
For the indoor users experiencing 10 dB penetration loss the
average MCL for both technologies is about 133 dB and
therefore the results are similar to the outdoor and road case,
except a small decrease in LTE-M DL throughput. For the
20 dB penetration loss the average MCL is about 142 dB,
and thus NB-IoT has a clear throughput and delay advantage
in DL according to fig. 2a and 2b. This is reflected by the
average session delay, where LTE-M is slower, especially for
app. 1, which has multiple DL data transfers. The deep indoor
LTE-M users have an average MCL of 145 dB, while it is
150 dB for NB-IoT, and since the throughput is similar they
achieve similar delay performance.

Next the number of supported users per sector is calculated,
based on the average MCL values and the estimated DL
and UL delays excluding DL synchronization overhead. The
number of users is a KPI for the future IoT as the number of
devices is expected to increase [1]. As expected, app. 2 with 1
UL transmission and 1 DL acknowledgment allows to support
the highest number of users for both technologies.

For the outdoor and road users, and the indoor users with
10 dB penetration loss, the LTE-M supports 5-8 times as many
users as NB-IoT. The main reasons are the lower overhead, see
fig. 2b for MCL 124-133 dB and thus the shorter delays, and
the larger bandwidth, which allows to schedule 6 simultaneous
users with 1 PRB each. For the indoor 20 dB loss users app. 1
with multiple payloads perform similar for both technologies,
because the LTE-M DL delay is much longer than NB-IoT,
but on the other hand also allows 6 simultaneous users to
utilize 1 PRB each. Running the simple app. 2 on LTE-M
UEs allows 20 times the number of devices compared to NB-
IoT, because app. 2. is less affected by the low LTE-M DL
throughput than app. 1. Similar observations are made for the
deep indoor users, who experience long delays in NB-IoT due
to the RRC overheads, and only have access to one PRB,
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which our scheduler does not allow single-tone users to share.
Notice, that even though NB-IoT supports less users it will
provide coverage for more than 95 % of the deep indoor users,
while LTE-M ”only” supports about 80 % as shown in fig. 3.

The final result is the average power consumption of the
UEs, which will also be a KPI for the IoT, illustrated in fig.
6. The result is provided for the cell edge UEs, which are
experiencing about 150 dB MCL for outdoor and road users
and the indoor 10 dB users, while the indoor users with 20
dB and 30 dB loss are close to the MCL limits of 156 dB
and 164 dB for LTE-M and NB-IoT, respectively. These users
are selected in order to study the upper bound of the UE
power consumption i.e. the minimum battery life time. The
estimated power consumption is strongly correlated with the
DL and UL delays, as these parameters define the time the
UE is ON. As the NB-IoT UEs approach the 164 dB MCL
limit the RRC overheads increase significantly, see fig. 2b,
and this is reflected in fig. 6 where these users experience a
power consumption 2-6 times higher than the LTE-M users.
Assuming a CR2032 button cell battery, with a capacity of
600 mWh, even the NB-IoT UEs running app. 1, consuming
0.3 mWh per day, should be able to operate at least 5 years.

§ App.1	
  models	
  a	
  secure	
  information	
  exchange	
  and	
  uses	
  4	
  payloads
§ App.2	
  models	
  a	
  mobile	
  autonomous	
  reporting	
  with	
  a	
  tx payload	
  of	
  

128	
  or	
  256	
  bytes	
  uplink	
  and	
  29	
  bytes	
  ack	
  downlink	
  	
  	
  	
  

Lauridsen,	
   Mads,	
  et	
  al.	
  "Coverage	
  and	
  capacity	
  analysis	
  of	
  LTE-­‐M	
  and	
  NB-­‐IoT	
  in	
  a	
  
rural	
   area."	
  Vehicular	
  Technology	
  Conference	
   (VTC-­‐Fall),	
  2016	
  IEEE	
  84th.	
  IEEE,	
  2016.



NB-­‐IoT	
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  coverage	
  by	
  using	
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  repetitions	
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§ 2x	
  repetitions	
  translates	
  into	
  3dB	
  coverage	
  gain
§ 2x	
  repetitions	
  results	
  in	
  0.5x	
  speed	
  and	
  2x	
  latency	
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Figure 5-5: Example of an arrangement for NPUSCH transmission with repetitions. For the case of no
repetitions, the slot sequence shown in (b) would be transmitted.

For the case of a 15 kHz subcarrier spacing, a transport block, named test word (TW),
is transmitted on two RUs (a), where each RU has the format of 3 subcarrier over 8
slots (b). A total number of 8 repetitions is applied. In Figure 5-5 Tn denotes the n-th
slot of the first RU, Wm the m-th slot of the second RU.

In a first step, the two slots T1 and T2 are transmitted. This pair is repeated three more
times, so that there are 4 transmissions of these slots. Then the same procedure is
done with the next two slots. This is continued until the slots W7 and W8 are pairwise
transmitted four times. Finally, as there are now 4 repetitions of the TW, the transmis-
sion sequence is repeated once again, reaching this way the 8 repetitions.

In the general case, the first repetition of two slots is always done for a subcarrier
spacing of 15 kHz. On the 3.75 kHz subcarrier spacing it is done for every slot sepa-
rately. The total number of first repetitions is half the number of total repetitions with an
upper limit of four, if the RU has more than one subcarrier, or one if the RU has only
one subcarrier. On the above example this would mean that if there would be 32 repe-
titions, the sequence generation would be like in Figure 5-5 (c), however the total
sequence would be repeated 7 additional times.

Usually, the sequence is mapped to a contiguous set of slots. An exception occurs on
a larger number of repetitions. To be more precisely, after a transmission of 256 ms, a
gap of 40 ms is created before the NPUSCH transmission is continued. This gap is
necessary, because when the UE transmits on the NPUSCH, it cannot simultaneously
receive the DL channel and may so lose the synchronization to the eNB. During this
gap, synchronization is fine-tuned again.

5.2.5 Receiving the DL Data Channel

The DCI format N1 indicates a DL assignment describing where and how the data
symbols are transmitted on the NPDSCH. The principle is essentially the same as for
the UL, see the example shown in Figure 5-5, however the data packets are not grou-
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Cellular	
  IoT	
  has	
  two	
  mechanism	
  to	
  help	
  
devices	
  conserving	
  battery	
  power
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x Deployment mode 
x Paging 
x SCEF deployment plans  
x SMS without combined attach for NB-IoT only UEs. 
x Cell Reselection 
x Coverage Extension 
x Class Power 
x Rate Control 
x Home Subscriber Server 
x Firmware Upgrade 
x Multi Frequency Band 

 

6.1 PSM configurations 
Power Saving Mode (PSM) is designed to help IoT devices conserve battery power and 
potentially achieve a 10-year battery life. 

Whilst it has always been possible for a device’s application to turn its radio module off to 
conserve battery power, the device would subsequently have to reattach to the network 
when the radio module was turned back on.   The reattach procedure consumes a small 
amount of energy, but the cumulative energy consumption of reattaches can become 
significant over the lifetime of a device. Therefore, battery life could be extended if this 
procedure could be avoided. 

When a device initiates PSM with the network, it provides two preferred timers (T3324 and 
T3412); PSM time is the difference between these timers (T3412-T3324). The network may 
accept these values or set different ones. The network then retains state information and the 
device remains registered with the network. If a device awakes and sends data before the 
expiration of the time interval it agreed with the network, a reattach procedure is not 
required. 

 

Figure 2: TAU (Tracking Area Updating) period and PSM cycle 

For example, for a monitoring application, the radio module in a device might be configured 
by an application to enable PSM, negotiate a 24-hour time interval with the network and 
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This guide recommends that MNOs and UE should support PSM for NB-IoT deployments.  

No further restrictions should be set to timers based on 3GPP Release 13 [2] and [3][4], and 
the device requested values used wherever possible. If UE requested value is not supported 
it would be recommended to consider setting an Override function to a maximum value set in 
Release 13. 

It is recommended that a “store and forward” policy should be supported for PSM. The 
operator should consider storing/forwarding the last received packets or an SMS (whichever 
is supported) to be sent to the device when it awakens.   At a minimum, the last packet of 
100 bytes should be sent, to allow the customer to send a simple message. Any 
store/forward limitations or errors should be communicated to the customer as part of a 
service level agreement. 

6.2 eDRX configurations 
Extended Discontinuous Reception (eDRX) is an extension of an existing LTE feature, which 
can be used by IoT devices to reduce power consumption.   eDRX can be used without PSM 
or in conjunction with PSM to obtain additional power savings. 

Today, many smartphones use discontinuous reception (DRX) to extend battery life between 
recharges.   By momentarily switching off the receive section of the radio module for a 
fraction of a second, the smartphone is able to save power.   The smartphone cannot be 
contacted by the network whilst it is not listening, but if the period of time is kept to a brief 
moment, the smartphone user will not experience a noticeable degradation of service.   For 
example, if called, the smartphone might simply ring a fraction of a second later than if DRX 
was not enabled. 

eDRX allows the time interval during which a device is not listening to the network to be 
greatly extended.   For an IoT application, it might be quite acceptable for the device to not 
be reachable for a few seconds or longer. 

Whilst not providing the same levels of power reduction as PSM, for some applications 
eDRX may provide a good compromise between device reachability and power 
consumption. 

 

Figure 3: eDRX cycle 

As for PSM, the details of this feature can be found in 3GPP TS 23.682 [2] and 3GPP TS 
24.301 [4]. The allowed values for eDRX are listed below in Table 1: 
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physical network resources and as such they enhance the network architecture principles and 
capabilities. 
To support network slicing, the management plane creates a group of network resources, it 
connects with the physical and virtual network and service functions as appropriate, and it 
instantiates all of the network and service functions assigned to the slice. For slice operations, the 
control plane takes over governing of all the network resources, network functions, and service 
functions assigned to the slice. It (re-) configures them as appropriate and as per elasticity needs, 
in order to provide an end-to-end service. In particular, ingress routers are configured so that the 
appropriate traffic is bound to the relevant slice.  
The establishment of slices is both business-driven as slices are the support for different types and 
service characteristics and business cases, and technology-driven as slices are a grouping of 
physical or virtual resources (network, compute, storage) which can act as a sub network and/or 
a cloud. A slice can accommodate service components and network functions (physical or virtual) 
in all of the network segments: access, core, and edge / enterprise networks. 
Network operators can use network slicing to enable different services to receive different 
treatment and to allow the allocation and release of network resources according to the context 
and contention policy of the operators. Such an approach using network slicing would allow a 
significant reduction of the operations expenditure. In addition, network slicing makes possible 
softwarization, programmability and allows for the innovation necessary to enrich the offered 
services. Network softwarization techniques may be used to realize and manage network slicing. 
Network slicing provides the means by which the network operators can provide network 
programmable capabilities to both OTT providers and other market players without changing their 
physical infrastructure. Slices may support dynamic multiple services, multi-tenancy, and the 
integration means for vertical market players (such as, the automotive industry, energy industry, 
healthcare industry, media and entertainment industry). 

 
Figure 2-3: Network Slicing Representation [2-16] 

2.2.2 5G Functional Layers  
In order to serve all aspects of network slicing, the 5G architecture is divided into different layers 
[2-17] as shown in Figure 2-4: 

- The Service layer comprises Business Support Systems (BSSs) and business-level Policy 
and Decision functions as well as applications and services operated by the tenant. This 
includes the end-to-end orchestration system. 
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Figure 2-6: Options for slice multiplexing and their relation to the OSI protocol stack [2-

26] 

This yields several options for the design of network slices, ranging from standalone slices with 
own HW and spectrum, to slices that are completely unaware of the resources they are using and 
hence have no (direct) control on the resource scheduling. The differences between these network 
slicing options will be reflected by the templates of the respective network slices. 

From the RAN support of network slicing perspective, slicing can be realized as a limited 
number of different RAN functions that can serve a specific use case, e.g., uMTC. Different 
use cases can use the same combinations of RAN functions. We define this combination of RAN 
functions as “RAN configuration mode” (RCM). An RCM can be statically defined or fully 
flexible, and this is up to the implementation and the requirements for flexibility and future-
proofness (i.e., in case a totally new use case arises with new unforeseen requirements).  

The generic considerations for the RCMs have been presented in details in [2-27] and are captured 
Figure 2-7. In brief, it can be foreseen that: 

• the different RCMs share an RRM (Radio Resource Management) function for ensuring 
the sharing of the common radio resources; also, this function can ensure that, in the case 
of the RCMs sharing the lower layer functions the slice isolation can be ensured at least 
using QoS classes. However, each slice anyway can apply its own RRM strategies 
according the slice specific characteristics.  

• At least a common RRC part for all slices will be present, as it is seen there is a shared 
part which enables the slice selection. Each slice can have its own RRC functions and 
configurations as well so as to tackle the special UC requirements when it comes to 
particular functions (e.g., DRX, DTX, measurements reporting, TAU periodicity, cell 
selection strategies, etc.) when particular shavings can be achieved. One alternative 
implementation of the common part of the RRC could be a common slice which will 
provide information for slice selection 

• For PDCP and the RLC, depending on the message size, or the delay requirements certain 
functions can be either omitted (e.g., header compression, ciphering) or modified (e.g., 
segmentation, re-ordering, ciphering).  

• The RCMs that share the lower layers (PHY, MAC, etc.) should have a joint “Unified 
Scheduler” for enabling them to share the resources more dynamically. 
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§ How	
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  virtualize	
  radio	
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  vs	
  shared
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  is	
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  network	
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-­‐ monolithic	
  vs	
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§ How	
  to	
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  vs	
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  readable	
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Cognitive Radio for Smart Grids: Survey of
Architectures, Spectrum Sensing Mechanisms,

and Networking Protocols
Athar Ali Khan, Mubashir Husain Rehmani, and Martin Reisslein, Fellow, IEEE

Abstract—Traditional power grids are currently being trans-
formed into smart grids (SGs). SGs feature multi-way communi-
cation among energy generation, transmission, distribution, and
usage facilities. The reliable, efficient, and intelligent management
of complex power systems requires integration of high-speed, reli-
able, and secure data information and communication technology
into the SGs to monitor and regulate power generation and usage.
Despite several challenges, such as trade-offs between wireless
coverage and capacity as well as limited spectral resources in SGs,
wireless communication is a promising SG communications tech-
nology. Cognitive radio networks (CRNs) in particular are highly
promising for providing timely SG wireless communications by
utilizing all available spectrum resources. We provide in this paper
a comprehensive survey on the CRN communication paradigm in
SGs, including the system architecture, communication network
compositions, applications, and CR-based communication tech-
nologies. We highlight potential applications of CR-based SG sys-
tems. We survey CR-based spectrum sensing approaches with
their major classifications. We also provide a survey on CR-based
routing and MAC protocols, and describe interference mitiga-
tion schemes. We furthermore present open issues and research
challenges faced by CR-based SG networks along with future
directions.

Index Terms—Advanced metering infrastructure (AMI), com-
munication architecture, cognitive radio network (CRN), smart
grid (SG).

I. INTRODUCTION

A. Motivation: Communication Needs of Smart Grid

CONVENTIONAL power grids are large interconnected
networks that widely distribute energy from suppliers to

consumers. The electric power only flows from the power gene-
rating stations to the consumers and information monitoring is
handled only in the distribution networks that distribute electri-
cal power within a city to the individual consumers. These
power grids face new challenges, such as growing energy de-
mands, aging infrastructure, emerging renewable energy
sources, as well as reliability and security problems. To over-
come these challenges, the Smart Grid (SG) paradigm has been
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Fig. 1. Illustration of smart grid (SG) architecture with three major network
types: Home Area Network (HAN), Neighborhood Area Network (NAN), and
Wide Area Network (WAN).

introduced with a variety of state-of-the-art enabling informa-
tion technologies [1]–[3]. These technologies cover the areas
of embedded sensing, broadband wireless communication, per-
vasive computing, adaptive control, as well as automated and
intelligent management. These SG technologies can achieve
significant improvements in the efficiency, effectiveness, sus-
tainability, reliability, security, and stability of the electrical grid
[2], [3].

Several features distinguish SGs from conventional power
grids. These are supervisory control and data acquisition
(SCADA), advanced metering infrastructure (AMI), i.e. smart
meters, load balancing through real-time demand side manage-
ment with respect to real-time energy pricing, fault-tolerance,
remote meter reading, power quality, and detection of unau-
thorized usage [4]–[7]. Moreover, an SG benefits from self-
healing, i.e., detection, isolation, and recovery from faults [8].
As illustrated in Fig. 1, an SG includes three main network
types, namely Home Area Networks (HANs), Neighborhood
Area Networks (NANs), and a Wide Area Network (WAN). The
acronyms in this survey are summarized in Table I.

Unreliable communication and monitoring, inefficient rout-
ing and dispensation of electricity and non-smart customers ap-
pliances are prominent sources of energy wastage in traditional
power systems. It is very difficult to store generated electrical
energy in the traditional power grids. This problem can be miti-
gated by SGs that generate electricity closely matching the
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C. Kalalas et al.: Cellular Communications for Smart Grid NANs

FIGURE 1. Hierarchical smart grid architecture. Two parallel interdependent domains, the power system and the communication network, form the
infrastructure of the smart grid. The power distribution grid along with the corresponding NAN constitute the heart of the new power system. In the
figure, two fundamental grid applications within the NAN, the distribution automation and advanced metering infrastructure (AMI) systems are
illustrated. Distribution automation information between substation Local Area Networks and aggregated metering data from spatially
dispersed Home Area Networks, need to be transmitted through a reliable communication infrastructure.

more-manageable, and potentially autonomous operating
units that require a flexible and widely adopted
communication infrastructure [12]. If a reliable commu-
nication network is available, then smart operations such
as Distribution Automation (DA) and Advanced Metering
Infrastructure (AMI), will be efficiently supported.

DA deals with system automatic functionalities that
require communication interactions among IEDs, such
as [12] and [13]:

1) Distributed control and protection, involving the
introduction of time-critical communication exchanges
between substation LANs andmeasurement equipment
installed along the distribution network, e.g., Phasor
Measurement Units (PMUs). A fundamental protection
operation is fault detection and localization, including
the use of IEDs capable of exchanging protection rele-
vant messages and reporting events to control centers
for rapid diagnosis of system faults and initiation of
control commands.

2) Wide-area monitoring systems, involving the use
of combined PMU information collected over many
substation LANs to perform fast decision-making and
switching/isolation actions to avoid the extensive prop-
agation of disturbances to the entire power system.

Thus, self-healing and system reconfiguration can be
achieved.

3) Monitoring of distribution equipment, includ-
ing real-time situational awareness and supervi-
sion of capacitor bank controllers, fault detectors,
re-closers, switches, and voltage regulators within sub-
stations [14].

In addition, the envisioned large-scale integration of DERs
within the power grid will result in a two way power flow in
contrast to the traditional one way power flow, thus adding
more complexity to all aforementioned functionalities [3].
The conventional centralized power delivery logic is shifted
to a more distributed one and new challenges are created for
the protection, control andmonitoring of the distribution grid.
DA applications are associated with stringent communica-
tion network requirements in terms of network latency and
reliability [15], [16].

Regarding metering data delivery, a typical AMI system
uses smart meters to communicate information between
consumers and power utilities for monitoring, operating,
and billing purposes [17]. Hierarchical communication net-
work structures have been proposed [7] to handle the data,
where concentrator units aggregate consumer meter infor-
mation before forwarding them to the meter management
systems at the utility end for processing. In this case, latency
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continue this process until no further splitting and link removal can
occur (Fig. 2d). We find that this process leads to a percolation phase
transition for the two interdependent networks at a critical threshold,
p5 pc, which is significantly larger than the equivalent threshold for a
single network. As in classical network theory21–25, we define the giant
mutually connected component to be themutually connected cluster
spanning the entire network. Below pc there is no giant mutually
connected component, whereas above pc a giant mutually connected
cluster exists.

Our insight based on percolation theory is that when the network
is fragmented, the nodes belonging to the giant component connect-
ing a finite fraction of the network are still functional, whereas the
nodes that are part of the remaining small clusters become non-
functional. Therefore, for interdependent networks only the giant

mutually connected cluster is of interest. The probability that two
neighbouring A-nodes are connected by A«B links to two neigh-
bouring B-nodes scales as 1/N (Supplementary Information). Hence,
at the end of the cascade process of failures, above pc only very small
mutually connected clusters and one giant mutually connected clus-
ter exist, in contrast to traditional percolation, wherein the cluster
size distribution obeys a power law. When the giant component
exists, the interdependent networks preserve their functionality; if
it does not exist, the networks split into small fragments that cannot
function on their own.

We apply our model first to the case of two Erdo0 s–Rényi net-
works21–23 with average degrees ÆkAæ and ÆkBæ. We remove a random
fraction, 12 p, of the nodes in network A and follow the iterative
process of forming a1-, b2-, a3-, …, b2k- and a2k11-clusters as

a11
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b21
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b24

b21

b22
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b24

Attack

Stage 1 Stage 2 Stage 3A B

a b c d

Figure 2 | Modelling an iterative process of a cascade of failures. Each
node in network A depends on one and only one node in network B, and vice
versa. Links between the networks are shown as horizontal straight lines, and
A-links and B-links are shown as arcs. a, One node from network A is
removed (‘attack’). b, Stage 1: a dependent node in network B is also
eliminated and network A breaks into three a1-clusters, namely a11, a12 and
a13. c, Stage 2: B-links that link sets of B-nodes connected to separate a1-
clusters are eliminated and network B breaks into four b2-clusters, namely

b21, b22, b23 and b24. d, Stage 3: A-links that link sets of A-nodes connected to
separate b2-clusters are eliminated and network A breaks into four a3-
clusters, namely a31, a32, a33 and a34. These coincidewith the clusters b21, b22,
b23 and b24, and no further link elimination and network breaking occurs.
Therefore, each connected b2-cluster/a3-cluster pair is a mutually connected
cluster and the clusters b24 and a34, which are the largest among them,
constitute the giant mutually connected component.

a b c

Figure 1 | Modelling a blackout in Italy. Illustration of an iterative process of
a cascade of failures using real-world data from a power network (located on
the map of Italy) and an Internet network (shifted above the map) that were
implicated in an electrical blackout that occurred in Italy in September
200320. The networks are drawn using the real geographical locations and
every Internet server is connected to the geographically nearest power
station. a, One power station is removed (red node on map) from the power
network and as a result the Internet nodes depending on it are removed from
the Internet network (red nodes above the map). The nodes that will be
disconnected from the giant cluster (a cluster that spans the entire network)

at the next step are marked in green. b, Additional nodes that were
disconnected from the Internet communication network giant component
are removed (red nodes above map). As a result the power stations
depending on them are removed from the power network (red nodes on
map). Again, the nodes that will be disconnected from the giant cluster at the
next step are marked in green. c, Additional nodes that were disconnected
from the giant component of the power network are removed (red nodes on
map) as well as the nodes in the Internet network that depend on them (red
nodes above map).
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ings, orthogonal frequency-division multiplexing 
(OFDM) symbol durations, CP lengths, and so on. 
These physical transmission parameters are collec-
tively referred to as numerologies in NR.

NUMEROLOGIES OF NR
In NR, transmitters and receivers may enjoy a 
wider bandwidth at high frequency bands. In this 
case, the subcarrier spacing can be extended 
(larger than 15 kHz as adopted by LTE/LTE-A, 
and potentially up to 960 kHz). In addition, high 
carrier frequencies are also vulnerable to the 
Doppler effect, and a large subcarrier spacing 
may facilitate inter-carrier interference (ICI) mit-
igation. On the other hand, NR should also sup-
port a small subcarrier spacing, such as 3.75 kHz 
as supported by narrowband Internet of Things 
(NB-IoT) [3], to enjoy better power efficiency 
at low frequency bands. Consequently, subcar-
rier spacings in NR are scalable as a subset or 
superset of 15 kHz. Feasible subcarrier spacings 
can be 15 kHz � 2m, where m can be a posi-
tive/negative integer or zero. For each subcarrier 
spacing value, multiple CP lengths can be insert-

ed to adapt to different levels of inter-symbol 
interference (ISI) at different carrier frequencies 
and mobility.

FRAME STRUCTURE OF NR
In the time domain, the subframe length of NR is 
1 ms, which is composed of 14 OFDM symbols 
using 15 kHz subcarrier spacing and normal CP. 
A subframe is composed of an integer number 
of slots, and each slot consists of 14 OFDM sym-
bols. Each slot can carry control signals/channels 
at the beginning and/or ending OFDM symbol-
(s), as illustrated in Fig. 2a. This design enables a 
gNB to immediately allocate resources for URLLC 
when urgent data arrives. OFDM symbols in a slot 
are able to be all downlink, all uplink, or at least 
one downlink part and at least one uplink part. 
Therefore, the time-division multiplexing (TDM) 
scheme in NR is more flexible than that in LTE. 
To further support small size packet transmissions, 
mini-slots are additionally adopted in NR, where 
each mini-slot is composed of z < y OFDM sym-
bols. Each mini-slot is also able to carry control 
signals/channels at the beginning and/or ending 

Figure 2. Frame structure of NR.
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OFDM is a mature tech-

nology broadly adopted 

in manifold products 

due to its several merits 

such as low complexity, 

easy integration with 

MIMO, plain channel 

estimation, and so on. It 

thus strongly motivates 

5G NR still choosing 

OFDM as the basis of 

new waveform design.
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6 METHODOLOGY 

6.1 Reliability Analysis 
As defined in Section 4, the E2E reliability is the probability of correctly decoding an application layer packet at the 
receiver within the packet delay bound. Packets that arrive after the packet delay bound and packets that are lost or 
erroneous are considered as errors. 
 
The E2E reliability depends on the reliability of the UE, RAN, CN and the AS. It can be represented by the following 
equation 
 
                                                                       𝑅𝐸2𝐸 = 𝑅𝑈𝐸𝑅𝑅𝐴𝑁𝑅𝐶𝑁𝑅𝐴𝑆                                                                       (1) 
 
where 𝑅𝑈𝐸, 𝑅𝑅𝐴𝑁, 𝑅𝐶𝑁 and  𝑅𝐴𝑆 represent the reliability of the UE, RAN, CN and AS, respectively.  
 
The elements that influence the E2E reliability are illustrated in Figure 6. The 𝑅𝑅𝐴𝑁 is also referred to as the reliability 
on the access link (AL), 𝑅𝐴𝐿. 

 
Figure 6:  End-to-end reliability 

 
The reliability of the UE, 𝑅𝑈𝐸 and the reliability of the AS, 𝑅𝐴𝑆 include both hardware and software failures. For the 
purpose of this analysis, both 𝑅𝑈𝐸 and 𝑅𝐴𝑆 are assumed to be one, which corresponds to 100% reliability.  
 
The reliability of the RAN depends on the probability of correctly decoding a packet within the packet latency bound, 
which depends on the probability of failure of the AL, denoted as 𝑃𝑓,𝐴𝐿. This value is the error rate that is determined 
in Phase 2.1 [2]. The RAN reliability is thus given by the following equation 
 
                                                                         𝑅𝑅𝐴𝑁 = 𝑅𝐴𝐿 = 1 − 𝑃𝑓,𝐴𝐿                                                                        (2) 
 
The reliability of the CN, 𝑅𝐶𝑁 depends on the reliability of each link and node in the core network. It is given by the 
equation 
 
                                                               𝑅𝐶𝑁 = (1 − 𝑃𝑓,𝑙𝑖𝑛𝑘)𝑁𝑙𝑖𝑛𝑘𝑠(1 − 𝑃𝑓,𝑛𝑜𝑑𝑒)𝑁𝑛𝑜𝑑𝑒𝑠                                                    (3) 
 
𝑃𝑓,𝑙𝑖𝑛𝑘 is the probability of link failure, 
𝑃𝑓,𝑛𝑜𝑑𝑒 is the probability of node failure, 
𝑁𝑛𝑜𝑑𝑒𝑠 is the number of nodes in the CN, 
𝑁𝑙𝑖𝑛𝑘𝑠 is the number of links in the CN 
 

UE AP CN Node AS 

RRAN RCN RAS 

RE2E 

RUE 

Note:  RRAN = RAL from simulations in phase 2.1 [2] 
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The number of nodes includes the AP, the edge node hosting the AS and the CN nodes in between the AP and edge 
node, such as switches, routers, points of concentration and UPFs. The CN nodes between the AP and edge node 
are referred to as forwarding nodes.  
 
The total number of links and the total number of nodes in the E2E network can be expressed as a function of the 
total number of forwarding nodes that are placed between the AP and the edge server, 𝑁𝑖 as given by the following 
equations. 
 
                                                                                   𝑁𝑙𝑖𝑛𝑘𝑠 = 𝑁𝑖 + 1                                                                            (4) 

𝑁𝑛𝑜𝑑𝑒𝑠 = 𝑁𝑖 + 2 
 
The number of forwarding nodes is equivalent to the number of hops in the path from the AP to the edge node. This 
is illustrated in Figure 7. 

 

AP Edge 
Node

CN 
Node

CN 
Node

CN 
Node

Number of Forwarding Nodes, Ni 
(routers/switches/UPFs)

Number of Nodes, Nnodes

 
Figure 7: Forwarding Nodes in the CN. 

 
The probability of link failure, 𝑃𝑓,𝑙𝑖𝑛𝑘depends on the transport medium (e.g., fibre, copper, microwave). Typical values 
for both 𝑃𝑓,𝑙𝑖𝑛𝑘 and 𝑃𝑓,𝑛𝑜𝑑𝑒 range from 10−6 to 10−4 [16] [17]. For simplicity, it is assumed that all of the nodes and 
links in the CN have the same probability of failure. However, the analysis can be easily generalised to the case 
where these probabilities have different values for each node and link. 
 
Redundancy can be used to improve the reliability in the RAN and the CN. Adding redundancy translates into adding 
independent and parallel links to the existing ones, so that the signal can be replicated across multiple independent 
paths. 
 
The reliability of the CN, after taking redundancy into account, is given by 
 
                                                                       𝑅𝐶𝑁 = 1 − ∏ (1 − 𝑅𝐶𝑁

(𝑖))𝑁𝑝𝑎𝑡ℎ𝑠
𝑖=1                                                                   (5) 

 
where 𝑁𝑝𝑎𝑡ℎ𝑠 denotes the number of independent parallel paths. The term 𝑅𝐶𝑁

(𝑖)  represents the reliability of the path 𝑖 
in the CN. Each path in the CN can include multiple links through multiple forwarding nodes. This is illustrated in 
Figure 8. 
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The propagation delay depends on the transport medium used for the CN links (e.g. fibre, copper or microwave). 
 
The term 𝑡𝑝𝑟𝑜𝑝 can be represented using the equation 
 
                                                                                    𝑡𝑝𝑟𝑜𝑝 =

𝑑𝐶𝑁
𝑣

                                                                                 (9) 

 
where 𝑑𝐶𝑁 is the distance in the CN from the access point to the AS in the edge node and 𝑣 is the velocity of the 
transmission over the selected medium (for simplicity we here consider 𝑣 = 𝑐 = 3 × 108 m/s). For fibre links, the 
value  𝑣 = 𝑐 = 2 × 108 can be used.  
 
The transmission delay, 𝑡𝑇𝑋 depends on the packet size and on the transmission rate of the link and is given by 
 
                                                                              𝑡𝑇𝑥 =

𝑃𝑠𝑖𝑧𝑒
𝛼𝐶𝑙𝑖𝑛𝑘

                                                                                    (10) 

 
where 𝑃𝑠𝑖𝑧𝑒 is the packet size and 𝛼 is the fraction of the link capacity, 𝐶𝑙𝑖𝑛𝑘, that is allocated for the target use case.  
 
 
Figure 9 illustrates the processing delays at each node. 
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Figure 9:  Processing Delays at the UE, RAN, CN and AS. 

 
 

6.3 Joint Reliability and Latency Analysis 
This analysis is based on the objective of maximising the service distance as defined in Section 4, which is the 
distance between UE and AS. The main motivation is to reduce the edge node deployment costs, or to allow for edge 
node deployment flexibility. A maximum service distance, in fact, characterises a specific boundary within which the 
E2E requirements can be met, which outlines an area within which the operator can flexibly deploy the service.  
 
Since the signal transmitted by either the RAN node or edge node degrades over longer distances, forwarding nodes 
between the RAN node and the edge node, such as routers, switches, and points of concentration, can be used to 
increase the service distance. These forwarding nodes perform a relaying function by transmitting the received signal 
to the next node before signal degradation occurs.  
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Figure 11: Latency analysis for Target 1. 

 
 
For Target 2, the assumptions are as follows: 

• Latency in the RAN, 𝑡𝑅𝐴𝑁 = 5 ms 
• Cell radius 𝑟𝑐 = 250m 
• Packet size, 𝑃𝑠𝑖𝑧𝑒 = 40 Bytes 
• The capacity of each link = 1 Gbps 
• Fraction of the link capacity allocated to the target use case 𝛼𝐶𝑙𝑖𝑛𝑘 = 100 Mbps (i.e. 𝛼 = 0.1),  
• Node processing delay, 𝑡𝑝𝑟𝑜𝑐𝑒𝑠𝑠 = 200 μs 

 
The maximum distance in the CN versus the number of forwarding nodes for Target 2 is illustrated in Figure 12. In 
this case, the fraction of the link capacity reserved for the Target 2 (i.e. 𝛼 = 0.1) is much lower than for Target 1. 
Increasing the link capacity beyond 100 Mbps does not provide additional improvement, since the packet size is 
much smaller than for Target 1. In this case, more capacity is available for other traffic. 
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Figure 12: Latency analysis for Target 2. 

 
 
For Target 3, the assumptions are as follows: 

• Latency in the RAN, 𝑡𝑅𝐴𝑁 = 1 ms 
• Cell radius 𝑟𝑐 = 250m 
• Packet size, 𝑃𝑠𝑖𝑧𝑒 = 40 Bytes 
• The capacity of each link = 1 Gbps 
• Fraction of the link capacity allocated to the target use case 𝛼𝐶𝑙𝑖𝑛𝑘 = 100 Mbps (i.e. 𝛼 = 0.1),  
• Node processing delay, 𝑡𝑝𝑟𝑜𝑐𝑒𝑠𝑠 = 200 μs 

 
The maximum CN distance versus the number of forwarding nodes for Target 3 is illustrated in Figure 13. 
 

  
Figure 13: Latency analysis for Target 3. 
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The RAN solution for providing redundancy is illustrated in Figure 20, where two redundant paths are created 
between the UE and a MN and a SN. 

 
Figure 20: Packet Duplication in RAN using Dual Connectivity or Carrier Aggregation. 

 
In this case, there is only one connection to the CN through the MN. This solution may be sufficient in some cases, 
such as when the AS is collocated with the RAN node. However, if the AS is located further in the core network then 
the reliability of the CN will impact the E2E reliability. If a single path in the CN cannot meet the required reliability 
target then redundant paths are necessary. An enhanced tunneling protocol may be required between the RAN and 
the CN that allows for redundant parallel transmissions on different paths. Some enhancements for the CN have 
been identified in [25] and will be addressed in [26]. 
 
In order to provide redundancy in the CN and to further improve the reliability, there are several RAN architecture 
options for dual connectivity (DC) to consider. 
 
In the first option, which is illustrated in Figure 21Figure 20, there are two connections to the CN through one node. 
The UE is connected to a MN and a SN. However, only the MN is connected to the CN. Reliability in the RAN is 
achieved by packet duplication. A split bearer can be configured with duplication for the Protocol Data Unit (PDU) 
session handling URLLC traffic.  
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Figure 21: Redundancy in the RAN and the CN. There are two connections to the CN through one 
RAN node (e.g. MN). 
 
In order to improve the reliability in the CN for this option, enhancements are required to allow redundant paths 
between the RAN node and the CN. Packets would have to be duplicated and removed in the MN and the UPF. The 
disadvantage of this approach is that the MN is a single point of failure in addition to the UE and the AS. Also, the 
latency over the interface between the MN and SN (i.e. X2 or Xn) may impact the E2E latency.  
 
In the second option, illustrated in Figure 22, there are two separate connections to the CN (one from each access 
point). There are two redundant paths from the UE to the AS. Only the UE and the AS are single point of failures in 
this case. Two independent traffic flows are transferred between the CN and the UE via the RAN. One flow is mapped 
to a Master Cell Group Bearer terminated in the MN; the other flow is mapped to a Secondary Cell Group Bearer 
terminated in the SN. This approach addresses the issue with the additional latency over the interface between the 
access points.  
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Figure 22:  Redundancy Using DC with Two Connections to the CN. 

 
 
However, some enhancements are required. Data duplication for this mode would need to happen outside the 
Access Stratum (see Figure 22). A UPF would need to enable the duplication mapped to different bearers. Similarly, 
a UE would need to duplicate the packets at a layer above the radio protocols and map them to different bearers. A 
function on the receiving side is also needed that filters out duplicate messages, if it should not be exposed to the 
application. This duplication and duplicate deletion are not currently standardized in 3GPP. 
 
The setup in Figure 22 can be realized by establishing one PDU session with two N3 tunnels, which can already be 
achieved in 3GPP when the UE is configured for DC. Some changes are required to add the packet duplication and 
removal function in the UPF and the UE. A new QoS flow mapping rule should also be specified for mapping the 
duplicate flows to different tunnel end points (e.g. original flow to MN and duplicate flow to SN).  
 
In order to improve resource efficiency in the RAN, dynamic control of packet duplication should be supported in the 
RAN. If packet duplication is activated then the two N3 tunnels are configured from the UPF to two separate nodes 
(i.e. MN and SN). Otherwise, if packet duplication is deactivated in the RAN, but still required in the CN, then one of 
the N3 tunnels can be reconfigured so that there are two N3 tunnels to the same node (i.e. the node with the best 
link) as in Figure 21. Also, if packet duplication is required in the RAN and not required in the CN then the solution in 
Figure 20 can be used. 
 
Alternatively, the packet duplication and removal function could be outside the 3GPP domain. For example, it can be 
provided by a transport protocol. In case of Ethernet traffic, TSN defines such a Frame Replication and Elimination 
for Reliability (FRER) function in 802.1CB. In case of Ethernet, the duplication could happen at the AS outside the 
3GPP domain, and the corresponding FRER function could be at the UE (but outside the 3GPP domain). The same 
duplication schemes can be done based on IP protocols. The IETF working group on Deterministic Networking has 
in its charter the goal to define such an IP based protocol (see https://tools.ietf.org/html/draft-ietf-detnet-problem-
statement-03).  
 
This option would have small impact on 3GPP. Since, two separate PDU Sessions are established for a UE to the 
same UPF, the PDU session establishment procedure should be modified so that the same UPF is selected for both 
PDU sessions.  Data would be duplicated by a higher layer function and would be transmitted via the two PDU 
Sessions. The two PDU Sessions would need to be established independently, through the Master Cell Group Bearer 
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5G	
  vision	
  is	
  very	
  ambitious.	
  The	
  main	
  blocks	
  are	
  
being	
  worked	
  out,	
  but	
  key	
  challenges	
  remain	
  	
  

To	
  fully	
  realize	
  dynamic	
  slicing,	
  	
  the	
  
MANO	
  must	
  go	
  beyond	
  the	
  basic	
  
instantiation	
  of	
  VNFs

There	
  is	
  a	
  need	
  for	
  building	
  adaptive,	
  
carrier	
  grade,	
  infrastructure	
  agnostic	
  VNFs	
  

Supporting	
  extreme	
  requirements	
  
mandates	
  taking	
  an	
  E2E	
  approach	
  to	
  
improving	
  reliability	
  	
  


